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decomposition of, 192–196
with noise, 43
ganglion
retinal, 7
head-direction system, 253
heterogeneity, 210–216
and dynamics, 257
and experiments, 12
and representational capacity, 213
and representational usefulness, 215
and supported transformations, 216
importance of, 210, 216
higher-level representation, see representation, higher-level
hippocampus, 253
implementation
description of, 21
example, 47, 55, 58, 77, 136, 175, 233, 244, 265
information capacity, see neurons, information capacity of
information theory, 2, 110, see also neurons, information capacity of
interneurons, 161
jitter, see also noise
Index

and correlation times, 108
and temporal code, 133
in neural transmission, 41

Kalman filter, see control theory, Kalman filter
Kirchoff, 85
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biphasic oscillator models of, 260, 261
connectivity, 271
dynamic tensions in, 265
fluid dynamics and, 263
integrating top-down and bottom-up data, 260
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