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Abstract
This paper introduces StaCo: Stackelberg-based Coverage approach for nonconvex environments. This approach structurally differs from existing methods to cover a nonconvex environment, as it is based on a game-theoretic concept of Stackelberg games. Our key assumption is that one robot can predict (short-term) behavior of other robots. No direct communication takes place among the robots, the approach is decentralized. However, the leading robot can direct the system into the optimal setting much more efficiently just by changing its own position. This paper extends our previous work in which we have introduced the StaCo approach for coverage of a convex environment, with a simpler type of robots. We provide theoretical foundations of the approach. We demonstrate its benefits by means of case studies (using the Sim.I.am software). We show situations in which the StaCo approach outperforms the standard approach, which is based on combination of the Lloyd algorithm and path planning.
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Introduction & Literature Overview
Multi-robot control in an unknown environment is an emerging topic of various research fields (e.g., flocking control (Olfati-Saber, 2006), aggregation (Martinoli et al., 1999), multi-robot coverage (Cortes et al., 2004), formation (Ren and Sorensen, 2008)). This paper focuses on multi-robot coverage.

Most of the proposed solution methods for multi-robot coverage are not applicable in practice, as they encounter difficulties such as failing to find the globally optimal solutions and the inability to account for nonconvex environments (Cortes et al., 2004; Martinoli et al., 1999). As a consequence, despite the wide range of existing works in the domain of multi-robot coverage (Breitenmoser et al., 2010; Butler and Rus, 2004; Cortes et al., 2004; Pimenta et al., 2009; Ranjbar-Sahraei et al., 2012; Schwager et al., 2009), there are still only very few in-field deployments.

Some works dealing with control of the system of multiple robots (not necessarily with multi-robot coverage) have tried to tackle the critical issues of nonconvexity and failing to find the global optimum. Ganguli et al. (2007) solve the distributed Art Gallery Problem in a nonconvex environment. In (Ganguli et al., 2009) the problem of the coordination of a group of robots to achieve rendezvous in a non-convex environment is treated. An optimal control method to drive a team of multiple robots to target sets under collision avoidance and with proximity constraints in a known environment with obstacles is introduced in (Ayanian and Cumar, 2008). An elegant way of tackling the problem of nonconvex environments is introduced in (Caicedo and Žefran, 2008a,b). The nonconvex region is first transformed by a diffeomorphism to a convex region. Subsequently, the standard Voronoi coverage approach is applied on this region. As the authors themselves state, there is one major drawback of this method: The first phase of this method (transforming the region into a convex region) is computationally very expensive. Moreover, in some cases the solution of the transformed problems does not correspond to the solution of the original problem. Pimenta et al. (2008) apply the geodesic distance measure to Voronoi coverage. While this method is very efficient for some types of environments, it is not guaranteed that the optimal solution will be found for all types of nonconvex regions even if this solution is reachable.

One of the most practically applicable approaches for coverage of a nonconvex environment is introduced in (Breitenmoser et al., 2010). This algorithm combines the standard Lloyd algorithm with a local path planning. However, while this algorithm converges to the locally optimal configuration, it might be extremely slow and does not resolve the issues regarding failure to find the globally optimal configuration.

While the performance of the above mentioned algorithms might be improved via more effective algorithmic implementation, fundamental improvements of the settling time and convergence could be made if the structure of the robotic swarm played a role. Motivated by this idea, this paper introduces a game-theoretic approach which can deal with nonconvexity and local optimality issues more efficiently than the existing algorithms. The Stackelberg Coverage (StaCo) approach is based on the game-theoretic concept of Stackelberg games (Staňková, 2009; Staňková et al., 2013). It assumes that one robot is more advanced than the others. This more advanced robot, called a leader, perceives the environment globally. By its own movement, the leader changes the boundaries of the Voronoi regions of the other robots. Subsequently, and without any direct communica-
tion with the other robots, the leader steers the other robots into a more optimal configuration. The main advantage of the StaCo approach is keeping the benefits of decentralized methods while performing almost as well as the centralized methods with respect to the system optimality; it preserves the simplicity of the major population of the robotic swarm, while one robot can predict behavior of the others and act so that the desired behavior is achieved faster and with a higher precision.

This paper extends the results of (Staňková et al., 2013), where we introduced the StaCo approach for multi-robot coverage of convex environments, toward multi-robot coverage in nonconvex environments. Moreover, more realistic robots are considered in the case studies.

Game theory has been successfully applied in various fields; its known applications in the robotic field relate to pursuit-evasion and search problems (Meng, 2008; Raboin et al., 2010). However, application of the Stackelberg games in the multi-robot coverage of nonconvex environments is new.

In the next sections, we will briefly summarize our previous work and introduce the problem of the Voronoi coverage of a nonconvex environment and its properties. Subsequently, we will explain the StaCo approach in nonconvex coverage and analyze its properties. We will also present case studies in which we demonstrate the advantages of the StaCo approach. We will conclude by discussing the achieved results, limitations of the proposed approach, and the future research directions.

StaCo in Convex Environments

In (Staňková et al., 2013) we have introduced the StaCo approach for convex environments, as a specific case of a Stackelberg game with one leader (more advanced robot) and multiple followers (very simple robots). We have shown theoretically and by means of case studies that the proposed approach can never perform worse than the standard coverage algorithms, such as the Lloyd algorithm (Cortes et al., 2004), while most of the time the StaCo approach significantly outperforms the standard approaches (by the means of settling time or by finding the globally optimal configuration when standard approaches fail). Figure 1 from (Staňková et al., 2013), illustrates the performance of the StaCo approach in comparison to the classical coverage proposed by Cortes et al. (2004). All experiments are carried out in convex environments and with robotic swarms of different sizes.

Voronoi Coverage of a Nonconvex Environment

In this section we will informally discuss the problem of nonconvex environment coverage, including a discussion on the existence and the uniqueness of the optimal Voronoi configuration, and uniqueness of this optimal solution.

Problem Formulation

The goal is to deploy a group of networked robots in a nonconvex environment, i.e., an environment including free standing obstacles, holes, and/or areas with nonconvex boundaries.

Problem Properties

Existence of the optimal Voronoi configuration: Unlike in a convex environment, the optimal solution does not necessarily exist in a nonconvex environment. This is caused by the fact that the centroids of Voronoi regions are computed in the convex environment, not taking any obstacles into account. However, the centroid of the region might lie on an obstacle or be part of an unreachable region, as shown in Figure 2a. Considering only the situations in which the centroids of the optimally chosen Voronoi regions are reachable, the globally optimal solution exists (but may be impossible to find with standard algorithms).

Uniqueness of the optimal Voronoi configuration: The solution configuration does not need to be unique, as there might be multiple solution configurations that are permutations of each other. See Figure 2b for an example of a circular region with a circular obstacle in the middle. Independent of how many multiple robots would be placed in this region, there exist infinitely many optimal Voronoi tessellations in this region.

StaCo Voronoi Coverage of a Nonconvex Environment

Theoretical Foundation & Properties

In this section we formulate multi-robot coverage problem in a nonconvex environment as a dynamic Stackelberg game with one leader and multiple followers, with additional assumptions on the robot’s obstacle avoidance behavior. The approach proposed in this section will be referred to as StaCo: Stackelberg-based Coverage Approach. For more details on Stackelberg-based Coverage of convex environments, see (Staňková et al., 2013).
function for the follower following system of ordinary differential equations:

\[ \dot{x}(t) = u_i(t), \quad i = 1, \ldots, M \]  

(1)

where \( u_i(t) \in \mathbb{R}^2 \) is the control (decision) of the \( i \)-th robot at time \( t \). The cost functions for the leader (robot 1) at time \( t \) is given by

\[ C_1(t) = \sum_{i \in \{1, \ldots, M\}} \int_{V_i(t)} \|\omega - x_i(t)\|^2 d\omega. \]  

(2)

Let us assume from now on that \( T \) is defined as the so-called stopping time, i.e., the minimal time such that for each \( \tau > T \) the cost \( C_1(\tau) \) does not change: \( T = \min\{\nu : C_1(\tau) = C_1(\nu) \forall \tau > \nu\} \). Then the leader minimizes \( C_1(T) \). Alternatively, the leader might minimize \( T \). The cost function for the follower \( j \in \{2, \ldots, M\} \) at time \( t \) is

\[ C_j(t) = \int_{V_j(t)} \|\omega - x_j(t)\|^2 d\omega. \]  

(3)

The problem of the leader (robot 1) can be then defined as

\[
\begin{aligned}
\text{Find} & \quad u^{(S)}_1(\cdot) = \arg\min_{u^{(1)}_1(\cdot)} C_1(T), \text{ w.r.t.} \\
& \quad (P_{\text{StaCo}}) \quad u_j(\cdot) = \arg\min_{u^{(j)}_1(\cdot)} \int_{V_j(t)} \|\omega - x_j(t)\|^2 d\omega.
\end{aligned}
\]

with \( j = 2, \ldots, N, \ i = 1, \ldots, N \). Note that in a non-convex case, \( u^{(S)}_j(\cdot) \) involves both obstacle avoidance and reaching the goal behavior. Therefore, the underlying assumption here is that obstacle avoidance is one of the possible controls in (1). Moreover, we want to see how quickly the optimal Voronoi tessellation is found, i.e., the secondary goal is to minimize \( T \).

**Proposition 1.** Let at time \( t \) each player \( i \) know only state \( x_i(t) \) and corresponding \( V_i(t) \) and let Hessian of (2) be positive definite at each \( t \). Then the so-called continuous-time Lloyd descent (Cortes et al., 2004)

\[ u^*_i(t) = \kappa \left( \frac{\int_{V_i(t)} x d x_i}{\int_{V_i(t)} d x_i} - x_i(t) \right), \]  

(4)

\( \kappa > 0 \), extended by the standard path planning algorithm for obstacle avoidance (Breitenmoser et al., 2010), asymptotically converges to minimal \( C_1(T) \) and to minimal \( C_j(T) \) for \( j = 2, \ldots, M \), provided that the final configuration in which the minimal \( C_1(T) \) is reachable (i.e., no optimal \( x_i \) lies on an obstacle or in an unreachable region).

**Proof.** As shown in (Cortes et al., 2004), \( u^*_i(t) \) defined by (4) with respect to \( \dot{x}(t) = u_i(t) \) converges asymptotically to the set of critical points of (2). The critical points of (2) coincide with critical points of (3). If corresponding \( V_i \) is finite, this solution is global due to positive definiteness of (2), as follows from (Du et al., 1999). Assuming that the obstacle avoidance is one of the possible moves in (1) for each robot and that the optimal configuration is reachable from the initial configuration, this concludes the proof. \( \square \)

Validation of the positive definiteness of (2) is an open problem (Cortes et al., 2004) and even if the convergence to the global optimum is guaranteed, in general no guarantees on the speed of this convergence exist. This leads us to the question whether there exist algorithms that perform better than the standard Lloyd algorithm (combined with the obstacle avoidance (Breitenmoser et al., 2010) as the covered environment is nonconvex) if we allow the leader (robot 1) to have more information about the state and decisions of the followers.

Note that while a certain position might be unreachable using the classical Lloyd algorithm (a robot might, for example, get stuck on an obstacle, while the Lloyd algorithm would lead the robot to continue through the obstacle), it might be reachable using combination of the Lloyd algorithm and path planning (Breitenmoser et al., 2010). In the reminder of the article, we will refer to the combination of the the Lloyd algorithm and a path planner for obstacle avoidance as the standard approach, assuming tacitly that
the StaCo approach uses the same obstacle avoidance mechanisms as the standard approach.

The solution of \( F_{\text{StaCo}} \) strongly depends on the so-called information pattern, i.e., the amount of information that each player knows and recalls over her own state, the state of the others, and action made by herself and the others during the game (Başar and Olsder, 1999; Staňková and De Schutter, 2011; Staňková et al., 2013). If at each time \( t \in [0, T] \) player \( P_1 \) knows only \( x(t) \), the standard approach and the Stackelberg approach might coincide (unless more locally optimal solutions exist). However, if \( P_1 \) has more information available, the StaCo approach will perform better than the standard approach (Staňková et al., 2013). The following proposition extends Proposition IV.1. in (Staňková et al., 2013).

**Proposition 2.** Let player 1 know \( x_j(\tau) \) and \( u_j(\tau) \) (for all \( j \neq 1 \)) for \( \tau \in [t, t + \Delta] \), with \( \Delta > 0 \), where \( u_j(t) \) is defined by (4). Let \( u_1^{(S)}(t) \) denote the optimal control of player 1, possibly dependent on \( u_j(\tau) \), \( \tau \in [t, t + \Delta] \). Let \( T^{(S)}, C_1^{(S)}(T^{(S)}) \) denote the corresponding stopping time and the final payoff for player 1 in such a situation, respectively. Then \( C_1^{(S)}(T^{(S)}) \leq C_1^{(L)}(T^{(L)}) \), where \( C_1^{(L)} \) and \( T^{(L)} \) denote the cost of the player 1 if the classical approach, combining the Lloyd algorithm and a path planning, is adopted and the corresponding stopping time, respectively. This inequality holds if the optimal final configuration \( x(T) \) is reachable from the initial configuration \( x(0) \). Moreover, if \( C_1^{(S)}(T^{(S)}) = C_1^{(L)}(T^{(L)}) \), then \( T^{(S)} \leq T^{(L)} \).

**Proof.** The leader’s decision is not bound by any restrictions. If all past configurations of the StaCo approach and the Lloyd approach coincide, setting the leader’s decision to (4) leads to \( T^{(S)} = T^{(L)}, C_1^{(S)}(T^{(S)}) = C_1^{(L)}(T^{(L)}) \). Note that the Hessian of (2) might not be positive definite with the leader’s decision defined by (4). Thus, \( u_1^{(S)}(t) \) either coincides with (4) when the standard approach is adopted, or, if this choice would lead to only sub-optimal solution, \( u_1^{(S)}(t) \) differs from (4) and leads to a better outcome. This outcome readily follows from Proposition IV.3. in (Staňková et al., 2013).

Giving more information to the leader almost always leads to a better outcome for the leader also in a very general setting (Başar and Olsder, 1999; Staňková, 2009), while the StaCo approach never leads to an outcome worse than that achieved by standard methods (Cortes et al., 2004; Staňková et al., 2013). This follows from the fact that the classical Lloyd algorithm in which there is no hierarchy among the robots is a special case of the StaCo approach in which the leader does not predict possible position of the other robots and optimizes only locally. Should this behavior be optimal, it would also be adapted by the leader in the StaCo approach.

**Implementation**

Following the theoretical description provided in the previous section, in this section we will explain implementation of the StaCo approach for coverage of nonconvex environments.

In StaCo, the leading robot (we assume that this robot is only one, while keeping in mind that the StaCo approach allows for multiple leaders) has a higher computational capability and more information than the following robots. Subsequently, the overall performance of the system is improved, and the StaCo approach can reach the optimal configuration faster than classical coverage approaches. Moreover, the StaCo approach can also reach the global configuration even if the standard approach fails.

The proposed StaCo approach for nonconvex environments combines three different components. The first one is the Lloyd algorithm, which is already used in the classical Voronoi-based coverage approach (e.g., by Cortes et al. (2004)), and has been mentioned also in the previous section. The second component is the Stackelberg game (described in the previous work of the authors (Staňková et al., 2013)). The third component is a local path planner, including object avoidance and wall following behaviors. This component helps the robot to pass nonconvexities (e.g., obstacles) and move efficiently toward its goal.

**Decision making of leading and following robots:** The leader’s prediction of the possible future behavior of other robots and enforcing their optimal behavior via the leader’s own movements (without a direct communication) are the main ideas behind StaCo.

The followers follow the simple rules of Lloyd algorithms, as shown in Figure 3a. Each follower continuously computes its Voronoi region center, sets this center as its goal, and tries to reach it, where the goal is a particular point in the 2D-space. Computing the Voronoi center can be done both via having access to global coordination of other robots, or via local communication as proposed by Cortes et al. (2004).

The decision making for the leader is more complex. The leader computes its own movement trajectory efficiently directing the entire group to the best possible configuration. Theoretically, this can be achieved by finding the explicit solution of \( P_{\text{StaCo}} \), introduced in previous section. However, computation of such a solution analytically is very complicated and therefore, we compute the approximate solution of \( P_{\text{StaCo}} \) in a numerical way. In this numerical computation, the leader predicts possible behavior of the other robots as a response to its own behavior only for a fixed time interval and fixed number of directions for the leader’s next move. The direction which implies the minimal cost function value is chosen as the immediate leader’s goal. The immediate goal will be updated by the same procedure after the a priori fixed time. The sequence of such short-term goals defines the leader’s movement trajectory. See Figure 3b for the scheme of the leader’s behavior.

**Remark 3.** Note that the leader’s prediction quality is directly influenced by the type and amount of information that is available to the leader. In our experiments, it is assumed that the leader knows the position of other robots and knows their dynamics. Additionally, the leader knows the map of...
Figure 3: Scheme of robot behaviors/decisions: (a) simple behavior of a follower robot, in which the goal is a specific location in 2D space that the robot tries to reach using a local path planner. (b) the decision making of a leader robot in which the leader figures out which movement direction concludes to the best overall performance of the group.

Remark 4. Solving the $P_{StaCo}$ problem in a numerical way can be improved in different aspects. First of all, the more movement directions the leader considers, the more accurate the movement, and the higher efficiency. Any metaheuristic which helps the robot in finding the best movement direction can be incorporated into the proposed approach. For example, with use of the A* search algorithm one can penalize choosing a trajectory passing very close to the obstacles, as opposed to an obstacle-free trajectory. Many other search heuristics (e.g., GA and Simulated Annealing) can be used to find the best movement directions in the fast and accurate manner (Resende and de Sousa, 2004). However, study of these techniques is beyond the main scope of this paper, which focuses on overall applicability and efficiency of StaCo.

Local path planner design: Local path planner has an important role in adapting the StaCo approach for convex environment, proposed in previous work of the authors (Staňková et al., 2013), to coverage of nonconvex environments. Different local path planners are available for autonomous robots (Bunyamin et al., 2011). In (Breitenmoser et al., 2010) the TangentBug planner was used to tackle environment nonconvexities. In this paper, we use the hybrid controller proposed by Egerstedt (2000), in which robots follow three basic behaviors of go-to-goal, avoid-obstacle, and sliding along walls. The hybrid automaton for this behavior-based path planner is shown in Figure 4, where the transitions and resetting values are explained qualitatively. We have adopted this path planner, as it is widely used by other robotic researchers, due to its simplicity of implementation, its robustness to environment changes, and its efficiency in finding the best available trajectory avoiding the obstacles of different shapes. Interested readers are referred to (Egerstedt, 2000) for more details on the design of this local path planner.

While the robot is moving toward its goal (i.e., Voronoi region center), if an obstacle appears in its way, the robot slides on the surface of the obstacle, until it gets to a position from which the goal is closer than it was before detecting the obstacle (i.e., the obstacle is already passed), then it switches back to the standard goal following. If at some point the robot gets very close to the obstacle, a pure repulsive behavior emerges which avoids collision with the obstacle.

Remark 5. The hybrid controller used for local path planning is always able to pass obstacles and move toward the reachable goals (Egerstedt, 2000). However, when the goal is unreachable (i.e., inside of an obstacle or bounded by obstacles), the path planner keeps moving the robot along the borders of the obstacle. In this paper we let the robot move around the obstacle as far as it is required, which will make an average position closer to the goal. However, a useful alternative is to stop the robot after one full cycle around the obstacle, as proposed by Breitenmoser et al. (2010).

Simulations

In this section, we will study the performance of the proposed StaCo approach in comparison to the classical Voronoi-based coverage approach in nonconvex environments introduced by Breitenmoser et al. (2010). Firstly, the simulation environment and the mobile robot platform will be introduced. Secondly, the efficiency of the StaCo approach compared to the classical approach will be illustrated in two case studies.
Simulation Setting

For examining the performance of the proposed coverage approach, Sim.I.am, a MATLAB-based educational software developed by de la Croix and Egerstedt (2013), is used in different coverage scenarios. The mobile robot platform, which is implemented in Sim.I.am, is the Khepera III (K3). The K3 is equipped with 11 infrared (IR) range sensors, nine of which are located in a ring around the robot and two are located on the underside of the robot. The IR sensors are complemented by a set of five ultrasonic sensors.

In the previous work of the authors (Staňková et al., 2013) the simulations of the proposed approach were carried out with a group of mass-less robots (i.e., neither the dynamic nor the kinematic model of the real-world robots were considered). In contrast, in the new simulator the robots (the nonholonomic Khapera robots) are much more realistic. Therefore, compared to (Staňková et al., 2013) and vast majority of papers on the Voronoi coverage, simulations in this paper are much closer to the real-world scenarios.

In the simulation environment, we have access to the array of nine IR sensors that encompass the K3. IR range sensors are effective in the range 0.02 m to 0.2 m only. Since the K3 has a differential wheel drive, it has to be controlled by specifying the angular velocities of the right and left wheels ($v_l, v_r$). Therefore, the conversion between a unicycle input, the forward and angular speeds, to differentially driven inputs are implemented based on following equation for the $i$th robot:

$$
x_i^1 = R(v_l + v_r) \cos(\theta)
$$

$$
x_i^2 = R(v_l + v_r) \sin(\theta)
$$

$$
\dot{\theta}_i = R(v_r - v_l)L
$$

where $x_i^1$ and $x_i^2$ denote coordination of the robot in horizontal and vertical directions, $R$ is the radius of the wheels, and $L$ is the distance between the wheels, which are known a priori. Wheel encoders are used to provide required information to the odometry of robot. The relevant information needed for odometry is the radius of the wheel, the distance between the wheels, and the number of ticks per full turn of the wheel, which are all implemented internally in the simulator. Note that the equations (5) extend equation (4) in which the robot is considered to have no mass and to be holonomic.

The embedded controller described previously in the form of a hybrid automaton (Figure 4) is used to deal with the local path planning tasks. The transition for moving from “go to goal” behavior to the “sliding mode” happens when a robot is in a distance less than 15 cm, and it will move to the pure repulsive behavior (i.e., obstacle avoidance) when the robot is closer than 6 cm to the obstacle.

The prediction time in which the leading robot finds the approximate best movement direction (Figure 3) is a period of 3 seconds and the robot calculates the final value for moving to 8 different directions (i.e., right, up-right, up, up-left, ..., down right) for this period of time. Note that the way in which the leading robot computes its next step agrees with the concept of the model predictive control known from the optimal control theory literature (Mayne et al., 2000).

Results

Efficient coverage behavior of StaCo in convex environments is reported in our previous work (Staňková et al., 2013): As shown in Figure 1, the StaCo approach outperforms the classical coverage approaches in most of the environmental settings, and in the worst case StaCo and classical techniques have equal performance.

We use two case studies to show the high performance of StaCo in coverage of nonconvex environments and simultaneously we compare the results with the approach proposed by Breitenmoser et al. (2010).

The two non-trivial case studies for examining the StaCo approach in nonconvex environments are illustrated in Figure 5. In both scenarios five robots are initiated at random positions. The obstacles make the environment nonconvex which consequently makes an efficient coverage difficult.

Figure 5: Initial settings for two experiments with five robots: (a) Scenario I, (b) Scenario II.

In both scenarios (Figures 5a and 5b), first the classical coverage approach for nonconvex environments is applied. In this approach, robots move toward their goals while a local path planner is used for obstacle avoidance and obstacle following purposes. Afterwards, we apply the StaCo approach to the same initial configurations, where one (randomly selected) robot acts as the leader. In Figure 5a, the robot in the center and in Figure 5b, the leftmost robot are the leaders. As explained earlier, the leader enforces its decisions on the other robots via its movements in the environment.

The coverage results of initial configurations shown in Figs. 5a and 5b are shown in Figures 6a-6c and Figures 6d-6e, respectively. Firstly, the robot trajectories for both classical coverage and StaCo approaches are shown (Figures 6a and 6d). Subsequently, the final configuration and the final Voronoi tessellation for each approach is illustrated (Figures 6b and 6e). Finally, the cost functions (2) for both approaches are plotted in Figures 6c-6f with respect to time.

As shown in Figures 6c and 6f, the StaCo approach finds the optimal configuration in a short time, while the classical approach is unable to find this optimal configuration...
Figure 6: Experimental comparison between classical coverage approach (dash-dotted line) and StaCo approach (continuous line): (a) robot trajectories for Scenario I. (b) final robot configurations and final Voronoi tessellations for Scenario I. (c) cost function comparison for Scenario I. (d) robot trajectories for Scenario II. (e) final robot configurations and final Voronoi tessellations for Scenario II. (f) cost function comparison for Scenario II.

Discussion, Conclusions & Future Research

In this paper we have shown the high potential of the StaCo approach in the coverage of a nonconvex environment. In the situations in which the leader can predict the long-term behavior of the other robots, the StaCo approach outperforms the standard approaches for coverage of nonconvex environments. Moreover, we have shown that the StaCo approach outperforms the standard approaches even if the prediction capabilities of the leading robot are very limited. Extending the leader’s prediction horizon will then lead to even better results. The main advantage of StaCo compared to any possible centralised coverage approach, is that StaCo does not rely on any direct communication between robots.

Leader’s predictions might become computationally expensive especially in an environment with many obstacles and/or if the robotic swarm is very large. More advanced optimization methods might then have to be applied to overcome this possible drawback. Our next research step is to address this issue.

Moreover, we plan to implement StaCo in a real-robot setting using a combination of TurtleBots as the leaders and e-pucks as the followers. Although we do not expect implementation problems due to the available advanced robots, we need to explore in detail the level of StaCo precision that can be achieved in in-field scenarios that have different environmental and technical conditions.

Last but not least, our future research will include expressing the optimal leader’s behavior in explicit form and extending the number of leaders (in such a case the hierarchy between the individual leaders might play a role).
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