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Abstract

The problem of parameterization is often central to the effective deployment of nature-inspired algorithms. However, finding the optimal set of parameter values for a combination of problem instance and solution method is highly challenging, and few concrete guidelines exist on how and when such tuning may be performed. Previous work tends to either focus on a specific algorithm or use benchmark problems, and both of these restrictions limit the applicability of any findings. Here, we examine a number of different algorithms, and study them in a “problem agnostic” fashion (i.e., one that is not tied to specific instances) by considering their performance on fitness landscapes with varying characteristics. Using this approach, we make a number of observations on which algorithms may (or may not) benefit from tuning, and in which specific circumstances.

Introduction and Background

There exist many algorithms that are inspired by nature, and each has associated with it a set of parameters. These define specific features or details of an algorithm that may be altered in order to change the behaviour or performance of the method (for example, in evolutionary algorithms, parameters may include mutation rate or crossover probability). The problem of finding the optimal settings for these parameters (often referred to as “tuning”) is well-established (Lobo et al., 2007; Nannen et al., 2008; Akay and Karaboga, 2009; Birattari, 2009; Eiben and Smit, 2011), but little in-depth work has been performed on quantifying the benefits of tuning for a range of algorithms. We describe this in the current paper, by investigating the precise benefits (or otherwise) of tuning for a number of different algorithms. Moreover, we do this in a way that is independent of any specific problem, by using an approach based on fitness landscape characteristics. The main contribution of the paper is therefore to establish a framework for deciding - prior to any problem-specific implementation - which algorithms may (or may not) benefit from tuning. Our aim is to offer advice to future practitioners on the relative merits of tuning, compared to the effort involved in finding the best set of parameter values. We achieve this by establishing, for each algorithm, the problem features that offer the most potential for performance improvements via tuning.

Previous work (Crossley et al., 2013) characterised a number of nature-inspired algorithms according to their performance on fitness landscapes with different features. However, the authors used the default parameter settings for each algorithm, which fails to reflect the fact that, in practice, methods are usually tuned prior to serious use (Leung et al., 2003; Adenso-Diaz and Laguna, 2006; Koster and Beney, 2007; Ridge and Kudenko, 2010). Here, we extend this work by quantifying the relative merits of tuning for a range of algorithms in a wide variety of fitness landscape scenarios. We achieve this by assessing both their tuned and untuned behaviour, using the methods described in Crossley et al. (2013).

In order to tune our selected algorithms, we use the notion of racing, which was first introduced in the field of machine learning (Maron and Moore, 1993, 1997). Specifically, we use the F-race algorithm (Birattari et al., 2002; Yuan and Gallagher, 2004; Smit and Eiben, 2009; Birattari et al., 2010), which has been extensively used to find the best possible set of parameter values for a given problem in a limited time.

The rest of the paper is organised as follows: we first describe our approach in the Methodology section, before presenting our experimental findings in the Results section. We conclude with a discussion of the implications of our results, and suggest further work.

Methodology

Our methodology may be summarised as follows: (1) select a number of nature-inspired algorithms, and obtain consistent source code for their implementation; (2) for each algorithm, find the best parameter settings (i.e., tune) over a number of different problems; (3) compare the performance of tuned and untuned algorithms.

Algorithm selection

We compare a number of nature-inspired algorithms, all of which are commonly applied to continuous function opti-
misation (we use the same set as in Crossley et al. (2013)). These may be classified (Brabazon and O’Neill, 2006) as either social, evolutionary or physical. The social algorithms we select are Bacterial Foraging Optimisation Algorithm (BFOA) (Passino, 2002), Bees Algorithm (BA) (Pham et al., 2006), and Particle Swarm Optimisation (PSO) (Kennedy and Eberhart, 1995). The evolutionary algorithms selected are Genetic Algorithms (GA) (Goldberg, 1989) and Evolution Strategies (ES) (Bäck and Schwefel, 1993), and physical algorithms are represented by Harmony Search (HS) (Geem and Kim, 2001). We also include stochastic hill climbing (SHC) as a “baseline” algorithm; in contrast to Crossley et al. (2013) we exclude random search, as it has no parameters to tune. As before, we heed the observation that “Ideally, competing algorithms would be coded by the same expert programmer and run on the same test problems on the same computer configuration” (Barr et al., 1995). With that in mind, we use only implementations provided by Brownlee (2011). Space prevents a complete description of specific implementation details for each algorithm, but full implementation details can be found in Brownlee (2011), which is freely available and contains complete source code.

Tuning

Our fundamental goal is to investigate the pre- and post-tuned performance of our selected algorithms on landscapes with different general features, and thus identify characteristics of landscapes for which tuning may yield significant differences in algorithm performance. As Morgan and Gallagher (2010) observe, “Different problem types have their own characteristics, however it is usually the case that complementary insights into algorithm behaviour result from conducting larger experimental studies using a variety of different problem types” (our emphasis). Rather than using arbitrary benchmark instances of problems in order to perform tuning, we use a landscape-based approach, as utilised in Crossley et al. (2013). As Morgan and Gallagher (2010) explain, this Max-Set of Gaussians (MSG) method (Gallagher and Yuan, 2006) is a “randomised landscape generator that specifies test problems as a weighted sum of Gaussian functions. By specifying the number of Gaussians and the mean and covariance parameters for each component, a variety of test landscape instances can be generated. The topological properties of the landscapes are intuitively related to (and vary smoothly with) the parameters of the generator.” We now describe the characteristics under study:

Ruggedness of a landscape is often linked to its difficulty (Jones and Forrest, 1995), and factors affecting this include (1) the number of local optima (Horn and Goldberg, 1994), and (2) ratio of the fitness value of local optima to the global optimal value (Malan and Engelbrecht, 2009; Merz, 2000). Other significant factors concern (3) dimensionality (Hendtlass, 2009) (that is, the number of variables in the objective function), (4) boundary constraints (that is, the limits imposed on the value of a variable) (Kukkonen and Lampinen, 2005), and (5) smoothness of each Gaussian curve (effectively the gradient) used to generate the landscape (Beyer and Schwefel, 2002) - a smaller value indicates a smoother gradient. For each characteristic, we use the same ranges as in Crossley et al. (2013), summarised in Table 1.

To produce a test set of problems, we use the MSG landscape generator. For every value of every characteristic (in the range specified in Table 1) we generate a set of five landscapes, which makes up the initial problem set for each value. We then use the F-Racing methodology (Birattari et al., 2002) to find optimised parameters for each algorithm, over every value of each landscape characteristic used. We ensure that termination criteria are standardised, in order to ensure reasonable comparisons, and therefore use the number of objective function evaluations to determine when to terminate an algorithm’s run. We established, through initial experiments, that all selected algorithms generally converge within 20,000 objective function evaluations, so we use that as the specific value.

Comparison

We run each algorithm 100 times on each landscape in the set of landscapes generated for each particular characteristic value (when investigating smoothness, for example, we generate 1000 different landscapes (100 each for smoothness = 10 . . . 100), and run each algorithm 100 times on each landscape). This is done first for all algorithms with ‘default’ parameter configurations, and then again, this time using the parameter configurations obtained through the F-Racing process. We measure the performance of each algorithm in terms of the mean (µ) and standard deviation (σ) of the exact average error obtained, over all values for a particular characteristic. That is, we investigate the robustness of each algorithm to changes in the values for each characteristic, rather than their absolute performance on specific problem instances. This allows us to identify specific landscape features where tuning may make a significant difference, some difference, or no difference at all, for a particular algorithm.

Table 1: A summary of the ranges selected for the various characteristics in the landscape generation methodology.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Min</th>
<th>Max</th>
<th>Step</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of local optima</td>
<td>0</td>
<td>9</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Ratio of local optima to global optimum</td>
<td>0.1</td>
<td>0.9</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Dimensionality</td>
<td>1</td>
<td>10</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Boundary constraints</td>
<td>10</td>
<td>100</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Smoothness</td>
<td>10</td>
<td>100</td>
<td>10</td>
<td>30</td>
</tr>
</tbody>
</table>
Results

We find that the effect of tuning using F-Racing is varied across algorithms, and that they fit into three categories: Algorithms which do not benefit from F-Racing (ES), algorithms which only benefit significantly from F-Racing when a landscape is ‘difficult’ for the algorithm using default parameters (BA, HS, PSO), and algorithms which always benefit from F-Racing (BFOA, GA, SHC). Of course, we acknowledge the fact that F-Racing is just one of many possible meta-search techniques available for parameter tuning, and future work will involve a comparative study of alternative methods.

We summarise our results in Table 2; the full datasets are available online\(^1\); the repository contains all performance data across all runs, summary spreadsheets and details of all parameter settings. We now examine in detail the performance of each algorithm, using spider plots to graphically depict the results in Table 2. For each plot, the further a line is from the origin, the smaller the average error (that is, the “larger” an area, the larger the degree of robustness, which is considered “better”).

**Bacterial Foraging Optimisation Algorithm**

There exists little discussion on the role of different parameters in the BFOA. While some elements of the search pattern are clearly altered by various parameters, it is very difficult to estimate values for these. In the original description of the BFOA (Passino, 2002), the parameter values were assigned based on observation of actual bacterial colonies. While this may be true to the nature-inspired concept, it is not necessarily the best way to obtain optimal performance from the algorithm. The combination of parameters offered by BFOA gives a highly configurable search environment. Parameters such as step size and population size directly affect the potential area the algorithm can explore in a given number of objective function calculations. Attraction and repulsion weights, and the “space” over which these attraction and repulsion effects spread, work to control local optima avoidance. Parameters controlling the number of chemotactic steps before a reproduction step, and the number of reproduction steps before an elimination-dispersal event, control the balance of exploitation versus exploration. Given that the search behaviour of the algorithm is highly configurable, it is unsurprising that BFOA is heavily reliant on tuning. Results for BFOA are shown in Figure 1. Across all characteristics, tuning offers a significant improvement on the average error and standard deviation of the performance - in many cases, improving the ranking of the algorithm from the largest average error to one of the smallest, and coping well with the changing characteristics. We see the most significant improvement where boundary constraint ranges change, a characteristic that is heavily reliant on parameters which control the range at which new solutions are generated (in the case of BFOA, this is the step size). Improvements are also shown for dimensionality and smoothness coefficient, increasing the performance of BFOA where there is little gradient information in a large fitness landscape. Smaller improvements are demonstrated by the increasing number of local optima and the increasing attractiveness of these local optima, but tuning still benefits the algorithm considerably.

In terms of the configurations selected by F-Racing, there is little variation in parameter values as characteristics change. Across all characteristics, and all values for those characteristics, there are only eight different configurations selected by racing. This suggests that, while it is difficult to find a good configuration, once it has been found, it is likely to be good for all similar problems. Tuning is vital to the performance of the BFOA, but it is possible that by exploring problems using a similar methodology to that demonstrated here, we may create a ‘bank’ of promising configurations.

**Bees Algorithm**

The BA is considered to be an algorithm on which parameterisation has little effect (Pham et al., 2006). We observe that the BA is one of the best untuned performers in this study, offering weight to this argument for relative parameter insensitivity. In terms of adjusting the BA to cope with an increasing number of local optima, there are several parameters which have an effect. Parameters such as the number of sites under investigation, the number of bees attributed to those sites, and the differentiation between sites and ‘elite’ sites are all factors which affect the searching behaviour of the algorithm to allow for greater flexibility as the modality of the problem landscape increases. Results for BA are

\(^1\)http://dx.doi.org/10.6084/m9.figshare.696908
Table 2: Mean ($\mu$) and standard deviation ($\sigma$) of the exact average error of algorithm performance (both untuned (UT) and tuned (T)). Smaller values imply more robustness to changes in a specific characteristic.

<table>
<thead>
<tr>
<th></th>
<th>BFOA</th>
<th>Bees Algorithm</th>
<th>ES</th>
<th>GA</th>
<th>Harmony Search</th>
<th>PSO</th>
<th>SHC</th>
</tr>
</thead>
<tbody>
<tr>
<td># of Local Optima</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>µ</td>
<td>0.118</td>
<td>0.003</td>
<td>0.001</td>
<td>8.8</td>
<td>$10^{-6}$</td>
<td>0.085</td>
<td>0.078</td>
</tr>
<tr>
<td>σ</td>
<td>0.011</td>
<td>0.001</td>
<td>2.1</td>
<td>$10^{-4}$</td>
<td>9.2</td>
<td>$10^{-7}$</td>
<td>0.028</td>
</tr>
<tr>
<td>Dimensions</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>µ</td>
<td>0.754</td>
<td>0.147</td>
<td>0.216</td>
<td>0.073</td>
<td>0.542</td>
<td>0.544</td>
<td>0.420</td>
</tr>
<tr>
<td>σ</td>
<td>0.388</td>
<td>0.360</td>
<td>0.202</td>
<td>0.069</td>
<td>0.345</td>
<td>0.346</td>
<td>0.233</td>
</tr>
<tr>
<td>Local Optima</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>µ</td>
<td>0.120</td>
<td>0.003</td>
<td>0.001</td>
<td>8.7</td>
<td>$10^{-3}$</td>
<td>0.084</td>
<td>0.082</td>
</tr>
<tr>
<td>σ</td>
<td>0.021</td>
<td>0.002</td>
<td>2.3</td>
<td>$10^{-4}$</td>
<td>1.9</td>
<td>$10^{-4}$</td>
<td>0.012</td>
</tr>
<tr>
<td>Boundary Range</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>µ</td>
<td>0.317</td>
<td>0.022</td>
<td>0.001</td>
<td>0.001</td>
<td>0.097</td>
<td>0.093</td>
<td>0.125</td>
</tr>
<tr>
<td>σ</td>
<td>0.213</td>
<td>0.033</td>
<td>1.3</td>
<td>$10^{-4}$</td>
<td>0.001</td>
<td>0.001</td>
<td>0.017</td>
</tr>
<tr>
<td>Smoothness</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>UT</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>µ</td>
<td>0.260</td>
<td>0.010</td>
<td>0.004</td>
<td>0.001</td>
<td>0.110</td>
<td>0.102</td>
<td>0.154</td>
</tr>
<tr>
<td>σ</td>
<td>0.089</td>
<td>0.005</td>
<td>0.002</td>
<td>4.3</td>
<td>$10^{-4}$</td>
<td>0.012</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Figure 2: Summary of results for Bees Algorithm.

Figure 3: Summary of results for Evolution Strategies.

shown in Figure 2. Post-tuning, we find that the BA selects the same parameter configuration, regardless of the number of local optima present in the landscape. We then see that tuning has no effect on the ability of the algorithm to cope with increasing numbers of local optima. As long as the number of sites under investigation is greater than the number of optima, the algorithm is capable of dealing with modality. Coupled with the abandonment of ‘unpromising’ sites, this means that ‘too many’ sites are not detrimental to the exploration pattern of the algorithm.

We see the same pattern when increasing the ratio of local optima to the global optimum. As long as the number of sites under investigation covers the modality of the landscape, the BA is not hampered by increasing levels of attractiveness, regardless of parameter settings. The patch size parameter of the BA controls the distance from a site bees are allowed to explore. This is the parameter which affects the search behaviour of the algorithm as boundary constraint size increases. The BA allows for full coverage of any sized search space, using scout bees to investigate new random sites to give ‘teleportation’ across the landscape. As with the number of local optima, we find the F-Races for the BA select the same parameter set for most boundary constraint sizes. We find that, post-tuning, the performance of the BA actually decreases slightly, suggesting the algorithm can cope less well with changes in boundary constraint size. We believe that the configurations may have become over-fitted to the landscapes used for tuning, and, while performance on the landscapes used for racing may have increased, the ability to search generalised landscapes has decreased. Dimensionality provides the most significant result in terms of pre-tuning and post-tuning performance of the BA. We observe little change in performance at one to three dimensions - the point where the untuned algorithm is already performing well. As dimensionality increases beyond this, the effect of tuning becomes increasingly beneficial. We suggest that there is no increase in performance in other characteristics because these landscapes are not challenging enough to the BA to require adjusting the parameters. For the ranges of landscape characteristics on which we have tested the BA, it is clear that tuning generally makes little difference to the performance, as suggested by its original developer.


Evolution Strategies

ES has the smallest number of parameters of all the algorithms studied here (excepting the baseline algorithm, stochastic hill climbing). The two parameters this form of ES offers are (1) population size and (2) number of children. It is suggested (Cant-Paz, 2001) that altering these parameters adjusts selection pressure (that is to say, the greediness of the algorithm changes). The parameter configurations obtained through F-Racing are varied, implying that there do exist some configurations that are more successful than others. A range of configurations are selected across each characteristic - both in terms of different values for the two parameters, and different selection pressures when the two parameters are combined. Results for ES are shown in Figure 3. It is perhaps surprising to observe that the results of using the tuned parameters show little or no change in performance across all characteristics. There is a small decrease in average error as the number of local optima changes, but the standard deviation is similar for both untuned and tuned, suggesting that while the average error has decreased very slightly, the ability of the algorithm to cope with increasing numbers of local optima is unchanged. For all other characteristics post-tuning, there is little change in both average error and standard deviation across characteristics values (that is to say, the algorithm is no more capable of dealing with changes in these characteristics). This is perhaps consistent with the definition of the two parameters the algorithm offers - selection pressure can only affect the way in which ES explores local optima, and there is no control over the area that is explored around each point of interest, or any way to encourage the algorithm to rapidly explore an increasingly large search space.

We use a simple variant of ES, here, and there exist many other versions of the ES algorithm that offer a greater range of parameters (such as CMA-ES (Hansen and Kern, 2004)). ES clearly yields its best performance with an "out-of-the-box" parameter configuration, which means that it is quick to implement. However, our results suggest that there is little that can be done to improve the performance of this particular variant.

Genetic Algorithm

The performance of the GA increases post-tuning, coping significantly better with increasing numbers of local optima, increasing boundary constraint range and an increasing smoothness coefficient. Results for the GA are shown in Figure 4. The parameters of the GA are not as intuitively linked to the exploration pattern as many of the other algorithms in the study. This particular GA offers four configurable parameters: (1) population size, (2) ‘bits’ per parameter in the representation, (3) crossover rate and (4) mutation rate. In experiments with a fixed number of objective function calculations, population size affects the number of generations the algorithm evaluates before terminating. A larger number of bits in a bit string representation allows more ‘precise’ solutions to be generated at the expense of having a representation which is less affected by mutation. Similarly to BFOA, there are a few configurations which re-occur across different characteristics and different characteristic values. It is probable that once a ‘good’ configuration has been found for a GA, it is applicable to ‘similar’ landscapes, which is consistent with the suggestion Goldberg (1989) that GAs are robust problem solvers, exhibiting approximately the same performance across a wide range of problems.

With increasing dimensionality, the GA initially shows promising results in terms of tuned performance, with a marked performance increase up to four dimensions. The benefit from tuning rapidly declines, however, until the tuned performance is worse than that of the tuned version. There are two possible explanations for this: the first is that the restriction on the number of objective calculations did not allow the F-Race algorithm to gather any meaningful performance data from the configurations. The second explanation is that we did not test a wide enough range of configurations - although two of the four parameters have definite ranges (mutation and crossover rates are percentages, thus generation was bounded between zero and one), so this is unlikely.

Harmony Search

The four parameters of HS all control different aspects of the search strategy. Memory size dictates how many promising solutions can be stored - effectively, how many potential sites of interest are retained by the algorithm. Consideration rate and adjustment rate control how new solutions are generated. The consideration rate is the percentage chance that a solution based on one in memory will be generated (conversely, I-consideration rate is the chance a random so-
lution is generated instead). The adjustment rate is then the percentage chance that the randomly chosen solution from memory will be adjusted. If so, the fourth parameter, which controls the maximum range at which solutions can be adjusted, is used. If the adjustment does not occur, the considered solution potentially occupies an additional slot in the memory - thus increasing the chance that this solution may be chosen for consideration again. The interplay between these parameters is crucial, and it is somewhat hard to see how consideration rate and adjustment rate can directly affect the search strategy - unlike memory size and range, which are more obvious. The results for HS are shown in Figure 5. HS, like the BA, offers some of the lowest ‘out of the box’ average error rates in this study. For most characteristics, there is little room for a performance increase post-tuning. Boundary constraint range proves to be the second-most challenging characteristic to HS pre-tuning, but post-tuning shows improved performance. The range values in all the configurations selected by F-Racing are much smaller than those in the ‘out of the box’ values, and this contributes significantly to the performance improvement when boundary constraint ranges are increasing. The consideration rate also decreases almost linearly as size increases - effectively, more random solutions are used instead of relying on the ‘memory’. These random solutions allow the solution pool to jump from one position in the search space to another, encouraging a wider search space, and explaining the significant improvement as boundary constraint range increases. Dimensionality also yields an improvement in the tuned parameter performance of HS, in terms of both average error and ability to cope, as it rises. High dimension problems (seven and above) have a much higher consideration rate than the successful configurations for lower dimensionality, suggesting that a focus on exploitation rather than exploration is beneficial to the HS when dimensionality is high.

This is the opposite case of what happens with boundary constraint range, as discussed above.

**Particle Swarm Optimisation**

PSO in this form has four parameters; these control the population size, the maximum velocity of a particle, the bias towards the particle best solution and the bias towards the global best solution. With these parameters, it is possible to control the coverage of a search space (the number of particles), enforce a large search area of a small search area for each particle (the maximum velocity), and, through manipulation of the local and global best solution bias, control the capability of the algorithm to converge on a single solution or explore several areas of interest (optima avoidance). Results for PSO are shown in Figure 6. The parameters used covered a broad range of search behaviours, and, as such, we would expect to see a large improvement in particle swarm performance post-tuning. This holds true for most of our characteristics. Results for the number of local optima, for example, show a reasonable decrease in average error as the number of local optima increases, yet the standard deviation demonstrates no change, indicating that the algorithm is no more capable of dealing with increasing numbers of local optima post-tuning. Performance of PSO greatly improves on dimensionality post-tuning, in terms of both average error and ability to cope as it grows. The F-Race algorithm for PSO selects the same configuration for all values of dimensionality (except for 2 dimensions), implying that there is no specific parameter that requires adjustment to cope with the increase in dimensionality, but selecting a configuration which provides good exploration allows PSO to perform well as the size of the search space increases exponentially. This trend continues across all characteristics, with F-Races often selecting the same configurations, regardless of characteristic values. As with the other swarming algorithms, we suggest that once a good configuration has been found, it is able to deal with a wide range of problems of a similar nature, regardless of the specific characteristics. The configurations selected are all varied in their parameters, and it is unexpected to see that there is no pattern to maximum velocity on the increase in dimensionality. This is possibly because maximum velocity is an upper bound, and there are particles with randomly generated velocities below the maximum, so this parameter is less significant than it may initially appear. It would perhaps be interesting to consider the effect of having a minimum velocity on the increase in boundary constraint range, although this would also severely hamper exploitation.

**Stochastic Hill-Climbing**

With only a single parameter - the range at which new solutions are generated - the SHC algorithm does not offer a large amount of customisation. This single parameter is directly linked to the search pattern and nothing else, and as
there are no other parameters there is no interplay between parameters to consider. Arguably, therefore, SHC should prove the easiest algorithm to tune. Results for SHC are shown in Figure 7. All characteristics, barring dimensionality, show an improvement post-tuning. As the neighbourhood size is the range at which new solutions are generated, it is unsurprising that tuning improves algorithm performance as boundary constraint ranges change. As the number of objective function calculations is limited, despite having a larger neighbourhood size, the ability of the algorithm to effectively explore larger environments is still restricted, therefore the average error does not decrease by as much as may be expected, and the ability of the algorithm to deal with increasing search space sizes improves only slightly. SHC demonstrates a large increase in performance and a greater ability to cope with more optima (a reduced standard deviation) post-tuning. The parameter configurations selected for the number of local optima, the ratio of local optima and the smoothness all have a neighbourhood size of around 50% of the search space size. We suggest that the performance improvement for all of these characteristics is actually derived from the algorithm having configured itself properly for the search space size used as a default for all other characteristics, rather than tuning itself to best perform on any specific characteristic.

Conclusions and Future Work

In this paper we have built on previous studies of the performance of nature-inspired algorithms on fitness landscapes with different characteristics. Earlier work explored ‘out of the box’ parameter configurations, and we further develop this by using an automated parameter configuration methodology. This allows us to study the effect of tuning on different algorithms, contributing significantly to the debate on when and how it is beneficial to tune specific algorithms.

We observe that algorithms broadly fall into three categories: algorithms which do not/sometimes/always benefit from tuning by F-Racing. Dimensionality often offers the most significant improvement post-tuning in algorithms, particularly those with parameters that increase the breadth of search space (swarming algorithms are significantly better here than evolutionary algorithms). The methodology presented here is easy to implement, is computationally inexpensive, and offers considerably more information on the performance of an algorithm than using a standard set of benchmark problems. We hope that it will offer a framework for the experimental comparison of nature-inspired algorithms, as well as a useful set of heuristics for practitioners to use in order to decide when and how to tune their methods. Future work will focus on a comparative study of tuning techniques (i.e., in addition to F-Racing), and the application of our insights to the predictive performance ranking of methods on given problems.
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